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Abstract 

This paper depicts the concept of operations (CONOPS) for the InnoCube (Innovative CubeSat for Education), a 

joint small satellite mission of the Chair of Information Technology for Aerospace at University of Würzburg and the 

Chair of Space Technology at Technische Universität Berlin. The 3U+ CubeSat is a technology demonstration of 

two innovative technologies: SKITH (SKIpTheHarness), a wireless satellite bus technology and Wall#E, a carbon 

fiber-reinforced plastic solid-state battery. Additionally, an Experiment for Precise Orbit Determination (EPISODE) 

is included. The CONOPS needs to account for the wireless data exchange between all satellite modules, i.e., the 

onboard computer (OBC), ADCS, power distribution and conditioning unit (PCDU), up-/downlink transceiver and 

the payloads. Having a modular design of the SKITH hardware, different modules for different tasks are utilized. For 

the software, the same modularity is used, and each module runs software with common tasks (e.g., housekeeping) 

and module-specific tasks. An app-centric approach addresses this modularity in the software and enables the 

implementation of automation as well as fault detection and isolation (FDIR) procedures. To verify the experimental 

structural battery subsystem WallE2Space and the secondary payload EPISODE several operational mission modes 

are defined. The dependencies and interactions of payloads, wireless bus and system constraints must be carefully 

considered. EPISODE consisting of two main components, a custom Global Navigation Satellite System (GNSS) 

software-defined receiver and a Laser Ranging Experiment (CubeLRR) several operational mission modes are 

defined. The laser ranging experiment is used to verify the GNSS positions. This scenario consists of four phases. At 

first, nadir pointing is established to align the retroreflector with the laser ranging ground station. When a connection 

is achieved, a parallel position determination via laser ranging and the GNSS receiver is executed. After the pass is 

over, the GNSS measurements are processed in the third phase, and finally the attitude control system is desaturated. 

The aim of the Walle2Space payload is to characterize cell performance of the experimental structural battery and 

lifetime-cycles within relevant environment. Battery data of charge and discharge behavior is recorded and evaluated 

at different temperatures and load cases. In several defined load cycles, e.g. 10% of the battery capacity or simulated 

adjusted varying load spectrums, information on battery significant performance metrics is collected. This is done 

successively with varying constant loads. After a successful constant dis-/charge cycles, the nominal operation is 

simulated with varying loads. The paper discusses the CONOPS, payload operations, considerations, interaction and 

constraints affecting the operations, the ground system setup and adaptions and procedures using wireless bus 

system.  

Keywords: CubeSat CONOPS; wireless bus; payload operations; CubeSat GNSS; satellite laser ranging; structural 
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lithium bis(trifluoromethylsulfonyl)imide (LiTFSI) 

onboard computer (OBC),  

on-board software (OBSW) 

power distribution and conditioning unit (PCDU), 

Satellite laser ranging (SLR) 

SKITH (SKIpTheHarness) 

State of Charge (SoD) 

Telecommands (TC) 

Telemetry (TM) 

Telemetry and Telecommand (TT&C) 

 

1. Introduction 

The CubeSat presented in this project is developed by students and scientific staff as a joint small satellite 

mission of the Chair of Information Technology for Aerospace at the University of Würzburg and the Chair of Space 

Technology at the Technische Universität Berlin. The 3U+ CubeSat InnoCube is a technology demonstration of two 

innovative technologies: SKITH, a wireless satellite bus technology, and Wall#E [1], a carbon fiber-reinforced 

plastic solid-state battery [2].  

The field of structural battery composites has seen significant progress, particularly at the Army Research 

Laboratory (ARL) [3,4,5,6,7]. In early efforts, carbon fibers were used as the negative electrode and lithium iron 

phosphate was coated on a stainless steel mesh for the positive electrode, separated by a glass fiber ply and infused 

with a solid state electrolyte. However, the lack of proper electrical insulation prevented electrochemical cycling [4]. 

Another approach was undertaken by Ekstedt et al.[8], using aluminum mesh coated with LFP, carbon fibers as the 

anode, and a glass fiber separator. However, no cycling data was presented. Moyer et al. presented structural 

batteries made from carbon fiber weaves coated with LFP as the cathode and graphite as the anode, using a 

commercial separator and liquid electrolyte [9,10,]. This resulted in a specific energy of more than 35 Whkg-1. Asp et 

al. also prepared structural batteries, using a carbon fiber anode, glass fiber separator, and a commercial LFP cathode 

coated on aluminum foil [11]. The assembled electrodes were infused with a bicontinuous electrolyte, resulting in a 

specific energy of 24 Whkg-1 after electrochemical cycling. 

This Wall#E research focuses on the development of a new type of structural battery composite that utilizes an 

all-solid-state electrolyte instead of the traditional liquid electrolyte found in other studies. The structural anode, 

cathode, and separator are made using a slurry casting process and made from materials such as carbon fiber, 

poly(ethylene oxide), lithium bis(trifluoromethanesulfonyl)imide, lithium iron phosphate, carbon black, and glass 

fiber. The performance of the structural electrodes is tested in both half cells against lithium metal and full cells with 

the structural anode and cathode. The results of these tests will be used to demonstrate the viability of this all-solid-

state approach to structural battery composite technology [12]. 

With the development of space technology, wireless communications technology in the spacecraft plays an 

increasingly important and even irreplaceable role to meet the networking, modular and cableless requirements and 

other new demands [13]. Wireless communications technology gets more and more attention. The CCSDS (The 

Consultative Committee for Space Data Systems) has accelerated the research on wirelesscommunications 

technology in recent years on the basis of years of wireless communications study and tracking. At present, several 

wireless communications standards have been developed for the application field of aerospace [14,15,16]. For 

spacecraft environmental monitoring and control, CCSDS recommends the use of the wireless sensor networks 

standard IEEE 802.15.4 [17]. IEEE 802.15.4 standard is intended to be used in low-speed wireless personal area 

networks (PAN). The key objectives are to achieve low power consumption and low cost. The CCSDS has defined 

the MAC (Medium Access Control) layer and PHY (Physical layer) layer protocol, but the network layer and higher 

layer are not defined. There have already been some missions which tested single components that communicate 

with the main satellite bus using a wireless connection [18]. The Defli-C3 mission for example tested an autonomous 

wireless sun sensor, but only one of two units remained functional and the main satellite bus used conventional data 

harness [19].  Other examples of wireless subsystems are the wireless digital sun sensor developed by TNO [19]and 

EADS Micropack wireless temperature transducers [20]. In addition, a complete fly-by-wirelessUnmanned Aerial 

Vehicle (UAV) platform was developed in Portugal [21]. Another form of wireless intrasatellite communication is 

Optical Wireless Links for Intra-Satellite Communications (OWLS) [22]. OWLS got in orbit experience on OPTOS 

launched by INTA in November 2013 that makes intensive use of optical wireless links, being an all-optical satellite 

no data wires and all the units are communicated through a Wireless-CAN [23]. In InnoCube, the main satellite data-
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bus will rely solely on wireless data connections. SKITH is a wireless infrastructure for satellites. By combining 

wireless standards currently being developed for the Internet of Things and Industry 4.0 with fault-tolerant and 

robust software, a system is created that can compete with cable connections in the satellite and offers many 

advantages. Eliminating wiring in the satellite reduces the weight and complexity of the spacecraft. This allows for 

smaller and more flexible systems. A modular satellite can be built by bolting components together without having to 

consider cabling for data exchange. The project will develop programmable radio modules, which provides a typical 

bus structure. These front-end modules will perform all necessary protocol conversions to provide a wireless 

interface for all subsystems. This results in a data management system completely independent of the interfaces of 

the sensors and actuators used. Replacing a device within the satellite after integration involves high effort and is to 

be highly avoided. The system achieves these capabilities with the necessary flexibility as a result of the channel 

structure. An advantage of this structure is monitoring, which is easily performed after integration, without needing a 

cabled interface for external devices. Sensor data can be accessed and analysed by receivers outside the satellite, 

which is also fed into the avionics network by a transmitter outside the satellite. The capability of hardware- and 

software-in-the-loop tests on an integrated satellite is achieved, which is associated with extensive effort in 

conventional satellites. 

In the InnoCube-SKITH project [24], a satellite bus that wirelessly connects all components of the satellite is 

implemented using SKITH technology. This includes communications, on-board computer (OBC), attitude 

determination and control system (ADCS), payload, and power control and distribution unit (PCDU).  

The on-board computer network consists of multiple nodes and serves as the Command and Data Management 

System (CDMS). A power-efficient radio interface will be utilized, which will be real-time, fail-safe, and as simple 

as possible. 

A dedicated SKITH protocol [25] is used for full control of redundancy and message timing, with all nodes based 

on a Silicon Labs Flex Gecko microcontroller (EFR32FG12)[26] and similar circuitry. 

 

Wall#E technology integrates energy storage functions into the spacecrafts supporting structure, referred to as 

“structural battery”. Fiber composites are equipped with novel nano- and micro-scale solid-state battery materials. 

Suitable materials and processes for manufacturing a structural battery from electrochemically active fiber composite 

components are investigated. A functional battery is fabricated by partially replacing the matrix polymer with active 

anode and cathode material, solid electrolyte, and conductivity additive to provide both storage and electron 

transport. The payload for the CubeSat mission, named Wall#E-2-Space, is used as an experimental battery. 

Therefore, a conventional power system will also be used on the satellite. The InnoCube payload development aims 

to transfer previous Wall#E research to the technology test of Wall#E2Space. The focus is on evaluating its function 

and operation in relevant space conditions. Experimental structural batteries will be placed on the satellite's outer 

wall and inside for performance evaluation under space conditions, including degradation behavior and long-term 

influences. The charging parameters such as charge/discharge current under thermal conditions will also be 

investigated. A study in a laboratory can only provide results to a limited extent. To comply with the CubeSat 

standard, the satellite structure will be made of aluminum.  

In addition to the primary payloads, the mission includes the Experiment for Precise Orbit Determination - 

EPISODE. EPISODE is an independent payload consisting of a GNSS solution and a miniaturized laser 

retroreflector [27]. It is being developed through coursework and student research and will provide accurate position 

data of the InnoCube, which will contribute to a safe space environment by allowing collision warnings to be 

evaluated and assessed more accurately. The goal of EPISODE is to test commercially available hardware for a 

software based GNSS receiver and to verify newly developed satellite receiver algorithms in orbit. EPISODE uses 

off-the-shelf components to provide tracking solutions and measurement data to the ground station at regular 

intervals. There are several methods for measuring and determining the orbit of low-Earth orbiting (LEO) satellites. 

EPISODE will also facilitate the use of laser ranging for orbit determination, which offers high accuracy and 

unambiguous measurements related to the terrestrial reference system. This knowledge allows independent 

calibration and validation of the on-board GNSS hardware. A fundamental requirement of a laser ranging reflector is 

to enable observation by the global SLR station network with both high accuracy and sufficient signal strength. 

Improvements in laser ranging technology make it possible to produce a laser ranging reflector (LRR) of a size 

suitable for a CubeSat, even for centimeter-level measurements[28].  

The RFT’s ground station at TU Berlin is used to control the satellite. It is located on the roof of the building and 

is equipped with a UHF transmitter and receiver that operates in the frequency range of 430 – 440 MHz. The ground 

station uses two types of antennas: a double X-quad antenna with a gain of about 17 dBi and a crossed Yagi antenna 
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with a gain of about 22 dBi. The antennas have a rotor system to align and track the satellite with an accuracy of +- 

4%, sufficient for a 600 km orbit. 

2. Mission Concept of Operations  

The mission objectives are focused on technology demonstration the capabilities of the payloads and wireless bus. 

The operational concept is focused on achieving the mission objectives and is subdivided into a launch and early 

orbit phase (LEOP), including a full functional test of all subsystems and verification of the satellite bus. The most 

crucial part of this phase is the location of the satellite and establishing radio communication. After deployment, 

InnoCube is initially booted into a safe configuration with active housekeeping. In this state, it is programmed to 

transmit a beacon signal and waits for commands. Upon first contact, InnoCube transmits its history and 

housekeeping data to provide a general overview of the spacecrafts status and wether corrective actions are necessary. 

Within five days, the orbit should be well known and InnoCube should be in a stable state to survive indefinitely 

without operator intervention. During this phase, the attitude will be stabilized, all subsystems will be powered up 

and tested. Once the satellite is in a power-positive state and the main systems are confirmed to be operating, the 

payloads will be calibrated and commissioned. EPISODE and WallE2Space checkout will be performed. Following 

the checkout of the payloads, the collection of scientific data and further verification of the payloads will be 

conducted during nominal operations. The mission is expected to last for one year, after which the mission will be 

considered successful. A secondary objective of the mission is to continue operating the position science payloads 

for as long as technically possible after a successful mission, as they can provide valuable information for end-of-life 

collision avoidance analysis, albeit the satellite does not include active or passive deorbiting capabilities. 

 

3. Validation of Wireless satellite Bus 

The operation of the InnoCube platform, including its payloads, is based on SKITH technology. During LEOP, an 

established radio link with InnoCube confirms SKITH working in practice. To assess long-term performance of 

SKITH, the quality of data transmission will be monitored. SKITH records statistics during normal operations, such 

as number of communication nodes, number of messages, lost messages, corrupted messages, field strength, and 

real-time performance. During commissioning, these statistics will be requested as extended and historical telemetry 

and evaluated, comparing to expectations established during development. In the operational phased, these SKITH 

telemetry will be periodically requested for continued evaluation. InnoCubes on-board communication architecture is 

revolutionary compared to traditional satellites, as it does not feature a single central on-board computer and 

transmits data wirelessly.   

3.1. Satellite Bus Topology 

Conventional satellite concepts are based on a central on-board computer as a control system, which is responsible 

for controlling application tasks as well as data management, leading to higher performance requirements for the 

CPU and complexity of the on-board software. In contrast, the InnoCube mission uses a decentralized network of 

distributed on-board computers (nodes) to control the individual subsystems. The nodes are based on a standard 

architecture that includes a microprocessor, a data memory and a radio interface for connection to the wireless 

satellite bus (SKITH bus). The individual on-board computers are configured by software for their specific tasks. 

These nodes are based on a standard architecture with a microprocessor, data memory and radio interface, and are 

assigned to specific tasks by software. 

 
Figure 1: System overview of InnoCube satellites nodes. 
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All nodes are connected in the Skith network(Figure 1). Telemetry data is transmitted to the ground station through 

the COMMS node. Similarly, received telecommands are processed through the COMMS node and distributed to 

individual nodes. 

 

 
Figure 2: TT&C flow of the InnoCube mission 

3.2. Data Management 

For the mission, various data types (Figure 3) are defined for the bus system(Figure 4).   

3.2.1. Telemetry/Housekeeping Data 

Telemetry (TM) data collected from all nodes on the InnoCube satellite reflects its internal state (e.g. 

battery bus voltage) and is either transmitted directly to the ground station or stored and transmitted 

only when requested. The Telemetry page provides an overview of the telemetry data system. 

Standard telemetry provides periodic summaries of key data from each node, while Extended 

telemetry is used to provide more detailed data on request through telecommand in a more flexible 

way to collect data. Payload systems data is transmitted using extended telemetry. 

3.2.2. Historic Telemetry 

Historic Telemetry is not a separate telemetry data type, but is stored standard telemetry or extended 

telemetry data. It is temporalily saved in a ring buffer in the OBC node and is transmitted to the 

ground station on demand. Historic telemetry is marked with a special flag for identification.  

3.2.3. Telecommand Data 

Telecommands (TC) are issued from the ground station through the uplink channel and received by 

the transceiver (TRX), which forwards the data to the COMMS node (see Communication 

Architecture Figure 2). Immediate Telecommands are instantly published on the SKITH bus and 

executed by the receiving node. Temporary Telecommands are temporarily stored in the OBC node 

after reception until specified time-tag has elapsed, after which they are published on the SKITH bus 

and executed by the designated node. 

3.2.4. Data Files 

In addition to telemetry and telecommand data, larger data files may be uploaded to the satellite, like 

data file segments or boot images. 

3.2.5. Data Processing 

The InnoCube data processing software is based on the RODOS real-time operating system [29], which has been 

extended with the Corfu framework [30] to create a configurable and reusable on-board software for InnoCube. 
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Figure 3: OBDH Data Type Structure 

3.3. Redundancy Concepts 

The redundancy concept is a key aspect to ensure the reliability of the OBDH system. It includes appropriate 

protection of all subsystems, both hot redundancy of particularly critical components and cold redundant systems. In 

general, the computing nodes for each subsystem are designed to have at least two (cold) redundancies.  

 

 

Figure 4: OBDH System Overview 

 

For reliable operation, only one coordinator is powered at a time. If both are powered on, they would both send 

out uncoordinated sync frames and it would be unclear which one the other modules would follow. 

Similarly, any failure of the active coordinator must be detected in order to switch to the other. This requires both 

software and radio hardware to be functioning correctly (Figure 5). 

The two redundant modules of the PCDU serve as radio coordinators, a switch to the other module is facilitated 

by keep-off switches.  
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Figure 5: Redundancy and powering concept SKITH master module 

 

These switches remain off as long as periodic pulses are applied to the control input at intervals every second. If 

these pulses stop, the switches turn on. One coordinator controls the switch of the other and vice versa. The active 

coordinator sends keep-off pulses as long as it functioning properly. This is verified by essential threads sending “I 

am alive” messages and regularly receiving radio messages from other modules.  

The design ensures that at least one COMMS module is always on to receive sync frames from the coordinator. If a 

failure occurs, the keep-off pulses stop, and the other coordinator module starts, generating its own keep-off pulses 

and turning off the first module. 

3.4. Fault detection and isolation  

All applications in the network communicate using a publish/subscribe mechanism, with the middleware RODOS 

providing several topics. Each application has a defined set of topics it subscribes to and is allowed to publish 

messages specified in its Corfu configuration. Certain topics are predefined as part of the on-board-software system, 

which is the anomaly report, I am Alive, Telemetry Real Time, Telemetry History and Telecommands. An anomaly 

watchdog is implemented. All applications of a node publish I am Alive messages with a valid time counter in the 

App-is-Alive topic, which is stored by the local watchdog and periodically checked for timeout violations.  

The local hardware watchdog is triggered if all timeouts are in the future, a node-is-alive message is published via 

the node-is-alive topic. If a timeout is exceeded, the corresponding app is marked as failed and the local watchdog 

stops publishing node-is-alive message. If automatic restart is enabled, the node restarts.  

Failure scenarios such as SKITH transmitter/receiver failure, radiation-induced bit flip, or software errors are 

anticipated. Keep-off pulses are generated only when frames are received from other modules, ensuring established 

communication. Any loss of radio communication caused by one of the above (or other) errors is thus secured. To 

protect against the case that the coordinator keeps the radio communication active due to an error, but can no longer 

be commanded, the keep-off pulses are also disabled, when a number of commands have not been processed for a 

longer period of time.  

4. Payload operations 

Payload operations are managed from the ground station using predefined modes, such as GNSS, laser ranging or 

Wall#E charge/discharge scenarios. They are executed via command scripts with some able to be run 

simultaneously. The power consumption scenario accommodates parallel GNSS SLR operation while charging of the 

experimental batteries at a low current. During the commissioning phase, more controlled operations will be 

performed and more telemetry will be collected to evaluate the payload operation. Subsequently, scientific 

experiments are planned as part of nominal operations. The operational concept of the EPISODE and WallE2Space 

payloads is described in more detail in the subsections below. 

4.1.1. WallE2Space payload operations 

The basis of the Wall#E technology are carbon fiber reinforced plastics (CFRP) structural batteries with slightly 

varying layer structures. Four types were investigated in the original project. Type I is a layered structure based on 

carbon fiber based graphite anodes, carbon fiber based cathodes and a commercial separator based on polyethylene 

oxide (PEO). Type II consists of a layered structure of a carbon fiber-based cathode, the commercial separator, and a 

lithium metal anode. Type III and IV use a glass fiber-based separator impregnated with electrolyte solution of PEO, 
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lithium salts and a solvent. The basis weights of these two types differ, with Type IV having a basis weight of 105 

g/m-2 and Type III only having a basis weight of 25 g/m-2, which is expected to improve performance. 

The WallE2Space payload consists of three experimental structural batteries on the outer wall of the satellite and 

in three module carrier slots inside the satellite () for a total of six batteries. The battery management system is using 

commercial linear charging ICs with adjustable charging currents and monitoring as well as heating circuits for each 

battery. The power is provided by the backplane. The SKITH microcontrollers are used to control and configure the 

payload. 

The batteries are charged and discharged with varying currents. Previous laboratory battery samples showed strong 

dependencies in discharge capacity and discharge rate in relation to its capacity. A drop-off of 50% in battery 

capacity was observed when charged at a rate of 0.1C compared to a rate of 0.05C. This is an indication of diffusive  

Figure 6: Overview WallE2Space subsystem. 

 

limitation of the anodes. Although the improved version under development shows a more stable behavior, the 

system is designed for very low charge and discharge rates down to 0.025 C to 10 C to characterize the battery 

performance. A strong dependencies between battery temperature and overall performance is expected, as the battery 

samples in laboratory tests have been most efficient at higher temperatures. This will be investigated in later tests. 

The goal of the in-orbit technology demonstration is to characterize cell performance and capacity data and lifecycles 

under real-world conditions. 

Battery charging and discharging data will be recorded and evaluated at different temperatures and load cases. 

Different load cycles with constant C and adjusted varying load spectra based on satellite telemetry are used to gain  

information on battery power density, cycle stability, long term stability and degradation. These information will be 

derived on sensor data of the battery management system which includes voltage, current, temperatures and 

charge/discharge rate.  

Initially, the parameters of the laboratory experiments will be used to have comparable data from in-orbit and ground 

tests. A typical charging/discharging experiment will consist of the following steps: 

1. Powering up BMS 

2. Check system status via TM.  

3. Set experiment parameters: Operating battery [1...6], operating temperature [°C], charge/discharge rate 

[mA], set cut-off voltage [mV], number of cycles [n], enable experiment protocol. 

4. Enable Heater to specified temperature.  

5. Start charging/discharging cycle(s). 

6. End experiment. Secure data for transfer. 

7. Stop experiment – disable heating, monitor temperature. 

During commissioning, several initial checks are performed to obtain basic characteristics and comparable statistics 

of the batteries as a starting point (P0) in orbit. In an initial test the battery is first charged at the minimum charge rate 

(0.025 C) to see changes with ground measurements. In a subsequent test, a self-discharge test is performed. Then a 

minimum load (0.025 C) is set for discharge (after full SOC) while monitoring until approximately SoD=0.75. While 

positive, similar tests are performed down to 0.5 until the full cycling of the battery. Nominal operation will be 
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reflected on the battery for a few orbits. Real-time telemetry of the satellite will be used and scaled down to the 

capacity of the experimental batteries to verify their suitability for future use in orbit.  

4.1.2. EPISODE operations 

The payload consists of two separate systems. An active payload is used for GNSS position determination, while the 

passive payload is the laser ranging retroreflector. However for simultaneous operation, ADCS modes have to be 

considered, as laser ranging is the most demanding mode for the ADCS system.  

The main limitation of SLR is the poor spatial and temporal coverage, but SLR measurements are free of 

ambiguities and can be directly related to the terrestrial reference system. This method is used within the CubeSat 

project for external calibration and validation of the GNSS receiver. A fundamental requirement of EPISODE is to 

enable observation of the satellite by the global network of SLR stations with both high accuracy and sufficient 

signal strength [31]. 

The active payload consists of a software-defined GNSS receiver, based on a commercial front-end, a 

MAXIM2769, and a multiprocessor system, a Xilinx Zynq Ultrascale+ on a Kria K26I module. The system uses 

embedded Linux with the open-source positioning tool GNSS-SDR. The main challenge to achieve a positional 

solution is power supply, as the system can not exceed 5 W of peak power.  

During commissioning, the first step is to ensure a valid GNSS solution. For verification, firstly GPS signals will be 

the main source, with extending capabilities and optimization later in the operation. The goal is to be able to produce 

use captured ephemerides data, while an initial almanac will be provided on ground. 

Processing is tested both in orbit and on ground to optimize the navigational algorithms. At first, the processing 

system will handle the main workload of signal processing, with a plan of shifting capabilities to the programmable 

logic of the chip. 

In simultaneous operation of position determination and laser ranging, the accuracy of the GNSS receiver can be 

compared to the determination on ground via SLR.  

Based on this, errors are calculated and orbit determination algorithms can be updated. For simultaneous operation, 

time tagged command scripts are used. In later stages, an optimization in power consumption and time of acquisition 

is targeted, while providing a reasonable accuracy improvement to TLEs. 

4.1.3. Satellite laser ranging 

The principle of SLR is based on the emission of a laser pulse from an optical ground station to the satellite. The 

reflected pulse is registered, amplified and analyzed by the ground station's receiving optics. The transit time of the 

laser pulse, which is derived from the registered time interval, is used to determine the distance to the satellite. Three 

consecutive data points are necessary for orbit propagation, while additional points improve the solution. 

To achieve results, measurements during night are considered. Modern stations use highly focused laser, which can 

also provide measurement data during daylight, however the reflecting prisms of the satellite are relatively small. 

For simultaneous operation, a higher demand in power is expected, as the attitude control requires the highest 

precision in the mission. Successive measurements of the GNSS receiver and SLR may be used as well. An analysis 

using orbit propagators provides a basis for the operational scenario and for estimating the times and number of 

contacts between the satellite and the sample ground station. Basic scenarios are projected using an approximately 

circular 580 km SSO of InnoCube and position data of the SLR station of GFZ Potsdam. The laser range 

measurement is divided into the following measurement phases: calibration and alignment of the satellite and ground 

station (GN), range measurements (laser ranging) and acquisition and processing of GNSS data, slew mode of the 

S/C and tracking of the laser for the subsequent measurement (laser ranging pointing), and the desaturation phase. In 

the first phase, GNSS data from the satellite will be used for initial tracking. The second phase is the laser range 

measurement. A maximum number of pulses are sent to the satellite to achieve the highest number of range 

measurements. For the experiment, an accuracy of the ADCS of 17° is required. After the satellite has left the contact 

window, the reaction wheels are desaturated, and nominal operation is resumed. 
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Figure 7: EPISODE operations scenarios eclipse and daylight. 

5. Conclusions  

The InnoCube satellite will host the first full wireless radio satellite bus using SKITH technology, which is expected 

to offer numerous advantages for a 3U Cubesat design. A modular hardware and software approach complements the 

decentralized on-board data handling system to provide flexibility and safety in verifying and flying the novel 

satellite bus.  

The experimental structural energy storage payload, WallE2Space, will be tested in a relevant operational 

environment, characterized based on scaled real telemetry data, and its performance analyzed. 

The operation of a software defined GNSS receiver aims to enable precise determination for more optimized orbit 

utilization as well as laying the foundation for more sophisticated payloads and GNSS research.  

The operational concept follows a stepwise approach and is aimed at demonstrating revolutionary technologies for 

the advancement of small satellite missions. 
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