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1. Thermosphere model development. Example: DTM2020

2. Reasons for relatively slow progress in thermosphere model improvement

3. A possible way forward 
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2 - Data used in the construction of DTM  (sparse data)

Spectrometer data:
 Biased
 Eccentric orbits
 Before EUV (SEM)
 No recent data

Hi-Res accelerometer 
density observations, 
but very sparse: 
 Below 250 km
 Above 500 km
 For cycle max

c/eMESA
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Nothing!
(15 years)

No composition data since 1983



2 - Data used in the construction of DTM  (sparse data) 4/22

Low Medium High Very highSolar activity:

CHAMP

GRACE A and B

GOCE

Swarm B

Swarm A and C

Courtesy: TU Delft, Siemes and Doornbos
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Cut-off:
400 km

Density data preprocessing:
• Editing (threshold, 3s, …), filtering
• Selection
• Scale corrections (satellite model)

2 - Data used in the construction of DTM 

DTM

F10.7

F30

Kp/Hpo

density 
dataSolar and geomagnetic input 

is considered “truth”
(we use proxies, so incorrect)

Sparse
Data
example
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To develop a model you need:
Temperature, density and 
composition data, and drivers.



2 - Data used in the construction of DTM 6/22

DTM2020 models are, compared with DTM2013, based on:

More & different data, different preprocessing

 Improved data correction and editing

 Iterative and sequential model development

“OPERATIONAL”: DTM2020_Oper

• same algorithm as DTM2013

• drivers: F10.7 & Kp

• complete database 1970-2019

“RESEARCH”: DTM2020_Res

• different Hp algorithm

• drivers: F30 & Hp60

• database 2000-2019Intermediate:
F30 & Kp

Complete DB

DTM2013:
F30 & Kp
‘old’ DB

DTM2019:
F30 & Kp

intermediate DB

Two DTM2020 models were developed: one version compatible with operations, the other not yet

ESA has contracted a Polish 
consortium to construct and 
operate a radio telescope to 
measure F10.7 and F30. 
10 May: antenna installation
17 May: first tests

Data will be made available on 
the ESA SWE portal.

(Hp60 already available @GFZ)

Site at Bialkow observatory, University of Wroclaw: 27 April



Slow and fast temporal variations:

• Solar cycle (≈11 years)

• Season (6 months & 12 months)

• Active regions (months) 

• Solar rotation (≈27 days)

• Corotating Interaction Regions (9&13.5 days)

• Solar/geomagnetic storms (hours – days)

• Solar flares (hours)

2 - Data used in the construction of DTM  (sparse data & few events) 7/22

Since 2001, about 10 extreme storms – and at best 2 satellites operating each storm: 
Only 2 altitudes & local time planes observed! 



2 - Data used in the construction of DTM  (driver for solar activity) 8/22

What is the ‘best’ (representative of UV/EUV, calibrated, permanent and reliable) proxy for 
solar EUV activity? Based on our studies: 30 cm radio flux (F30)

Best result: S (He II)
But serious calibration issues! (e.g. S10 in JB2008)

So we continued looking and testing:
F30 is closest to He II in terms of gyroresonance (S2)
and Bremsstrahlung (S3)



2 - Data used in the construction of DTM  (driver for geomagnetic activity) 9/22

Hpo: Kp-like, open-ended, 30&60-minutes
• High-cadence Hpo60 (60min resolution) 
• based on local H60 values from the 13 Kp-

observatories

Operational service for Hpo started 08/2020
(@GFZ)

Storm: 23hr
Kp: 21-24hr

Open ended Hpo reaches 11o during Halloween storm



1. simple and coarse modeling algorithm in case of semi-empirical models, GCMs not fitted 
to density data,

2. model errors due to sparseness/errors/inconsistencies in the compiled density data,

3. the solar and geomagnetic indices used are proxies with low temporal resolution,

4. errors in the predictions of the solar and geomagnetic indices,

5. errors in the satellite model (e.g., shape, mass, and notably aerodynamic coefficient). 

The causes for the slow progress 10/22



The causes for the slow progress - #2   (errors in the data) 11/22

Two examples

1) Solar radiation 
pressure must be 
modeled to infer 
density. The impact of 
an error increases with 
altitude.

2) Accelerometers require calibration. The mean bias in 
the along-track direction of CHAMP is 10x bigger than the 
signal. Difficult to delineate bias and scale. 

Calibration equation:
a(calibrated) = bias + scale·a(measured)

Average values applied to CHAMP/ STAR GRACE-A

T: bias = -0.296·10-5 ms-2 scale = 0.833 bias = -0.117·10-5 ms-2 scale = 0.957

N: bias = -0.341·10-6 ms-2 scale = 0.833 bias = -0.285·10-4 ms-2 scale = 0.962

R: Model (due to instrumental problems) bias = -0.532 ·10-6 ms-2 scale = 0.968

Courtesy C. Siemes – TU Delft



The causes for the slow progress - #2   (inconsistent data)

What causes these 
differences?

• Satellite model
• Cd model

(item #5)

GOCE@270km  &  CHAMP@350km

Consistency:
 HASDM & CNES
 ESA & TUD

HASDM & TUD

12/22



The causes for the slow progress - #3   (proxies - solar)

EUV:
High chromosphere-transition region-corona

F10.7:
High chromosphere-lower corona
(at specific altitudes in the solar atmosphere)

radio

EUV

EUV

UV
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No EUV at the surface…
we use proxies

Proxy:
measurement that mimics variations of another observable            EUV

Solar flux (F10.7 & F30): daily measurements
(only 1 station : in Canada & Japan respectively)



The causes for the slow progress - #3   (proxies - geomagnetic) 14/22

Proxy for energy deposition due to 
solar wind (Joule heating and 
particle precipitation)

Proxy:
measurement that mimics variations of another observable            Kp, Hpo

Kp (3hr), Hpo and Dst (1hr): 
Planetary indices

GCMs more often use 
Weimer or AMIE* as drivers

High resolution

But still large differences: 
Statistical vs Assimilative

* Assimilative Mapping of 
Ionospheric Electrodynamics



The causes for the slow progress - #4   (forecasting)

Space Weather (Warren et al., 2017)

15/22

© Copyright 2019 as per SWAMI Consortium Agreement

Rebalancing I V

• Example of a forecast 
with and without 
resampling for a 3h 
horizon. 

• Without resampling, 
the model based on the 
solar wind (blue) 
systematically 
underestimates Kp. 

(because so few storms in the database)(1-4%)

(3-14%)



The causes for the slow progress - #5   (satellite model)

There is no standard, nor a clear consensus within the community, on how aerodynamic drag should be computed

Differences in the drag calculation are due to:
- Level of approximation of the satellite model (sphere, number of panels, undocumented changes, mass,…)

adrag = - 12CD

A

m
rv2

- Aerodynamic coefficient model

CD of a sphere and Sentman model over 
one solar cycle for 3 altitudes
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835 km

535 km

235 km



What is the problem?

The causes for the slow progress - #5   (satellite model) 17/22

𝜌 = −
2 𝑎ௗ௥௔௚ 𝑚

𝐶஽ 𝐴 𝑣ଶ

Model (e.g. DTM2020)

1 – Infer density, and ingest (Here: CNES-GS)  𝑎ௗ௥௔௚ = − 1
2ൗ  𝐶஽  

𝐴

𝑚
 𝜌 𝑣ଶ

Model(r)

2 – Compute orbit (not CNES-GS)

 𝑎ௗ௥௔௚ = − 1
2ൗ  𝐶஽  

𝐴

𝑚
 𝜌 𝑣ଶ

 𝑎ௗ௥௔௚ = − 1
2ൗ  𝐶஽  

𝐴

𝑚
 𝜌 𝑣ଶ

CD = CD

CD < CD

CD > CD

CD < CD
CD = CD

estimated scale < 1.0

Estimated scale > 1.0

‘late’

‘early’



The causes for the slow progress – status 18/22

1. simple and coarse modeling algorithm in case of semi-empirical models, GCMs not fitted to 
density data,

Does not appear to be the limiting factor yet, and GCMs with DA are being tested

2. model errors due to sparseness/errors/inconsistencies in the compiled density data,
Well-distributed data needed, accurately processed (continuous, calibrated, satellite model)

3. the solar and geomagnetic indices used are proxies with low temporal resolution,
Issues with solar EUV data (calibration); geomagnetic indices are global proxies

4. errors in the predictions of the solar and geomagnetic indices,
Can be improved for solar proxies, but geomagnetic activity forecast horizon very limited

5. errors in the satellite model (e.g., shape, mass, and notably aerodynamic coefficient). 
Shape and mass should be correct for spacecraft (debris!), but no standard for CD



A possible way forward 19/22

Concurrent temperature, composition and density data (spectros+accelerometer on the same mission)
accurate satellite model – ground tests!

Measurements at altitudes below 200 (O2,N2,dT), 250 (N2,O), 400 (O), 500 (O,He), 800 km (O,He - EO sats)
constellation (cubesats?) – accurate CD model also required

Calibrated and reliable EUV measurements (e.g. He II), 6hr cadence
regular rocket under flight calibration campaigns with the same instruments

And: international coordination of the above ‘observing system’  – WMO?

But large obstacles remain in forecasting: Solar activity for horizon > 5 days
Geomagnetic activity for horizon > 12hr

If all data in near-real-time Model+Data Assimilation (DA)  allows correcting thermosphere state, 
is achievable e.g. for driver error, or lack of driver



A possible way forward: DTM + Data Assimilation
Altitude (km) eccentricity inclination Time frame

GOCE 270 0.002 97° 1/2010 – 12/2012

CHAMP 450 – 350 0.001 87° 5/2001 – 12/2009

GRACE 490 – 460 0.002 89° 4/2003 – 12/2009

Starlette 815 0.021 50° 1/1994 – 12/2009

Stella 800 0.001 99° 1/1994 – 12/2009

Reduce model bias through 
computation and forecast of 
exospheric temperature corrections

Comparisons of 1-day forecasts:

(prototype developed in FP7 project ATMOP)

USAF: HASDM
(classified)

80 objects, hourly updates
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A possible way forward: GCM + Data Assimilation 21/22

Drag model
(acceleration)

Solar
Driver

Geom.
Driver

Satellite model
(Cd, surface, mass)

Thermosphere 
model

(density)

Orbit computation program

Orbit propagator

Orbit computation: present situation

Drag model
(acceleration)

GCM + DA
4D data cube

T, r, composition

Satellite model
(Cd, surface, mass)

Orbit computation program

Orbit propagator

interpolate

Orbit computation: future?



Space weather research: COSPAR-ISWAT 22/22


